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ABSTRACT
How does the presence of an audience influence the social interaction with a conversational system in a physical space? To answer this question, we analyzed data from an art exhibit where visitors interacted in natural language with three chatbots representing characters from a book. We performed two studies to explore the influence of audiences. In Study 1, we did fieldwork cross-analyzing the reported perception of the social interaction, the audience conditions (visitor is alone, visitor is observed by acquaintances and/or strangers), and control variables such as the visitor’s familiarity with the book and gender. In Study 2, we analyzed over 5,000 conversation logs and video recordings, identifying dialogue patterns and how they correlated with the audience conditions. Some significant effects were found, suggesting that conversational systems in physical spaces should be designed based on whether other people observe the user or not.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; Empirical studies in interaction design.
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1 INTRODUCTION
Conversational machines are being increasingly employed in physical spaces for both private and public usage. Examples include hotel lobbies and store showrooms [15], car dashboards [24], and home devices [40]. With such machines, or chatbots, human interactions may happen in the presence of an audience, be it friends, family (e.g., while on a road trip), or simply strangers and bystanders (e.g., in a hotel lobby).

Previous studies have found that humans tend to change their normal conversation behavior when in front of others. In such contexts, people sometimes resort to using long and complicated words, uttering jokes, quoting from obscure authors, and, in general, pretending to be smarter, wittier, or funnier than in private conversations [4, 35]. Also, when in the presence of others, some people may enhance the emission of dominant responses [8], according to the status of those in the audience [8, 10]. However, some people react in the opposite way, becoming more shy than normal, failing to complete sentences, getting nervous, or even stuttering.

Understanding such changes in behavior are important because it may be necessary to design the machine conversation systems to handle those situations where people change their usual behavior to accommodate the presence of an audience. We were motivated to study this kind of behavior change by some initial observations we made of visitors experiencing an art exhibit where they interacted with a group of chatbots either alone or in front of acquaintances and/or strangers. For example, we observed some people trying to amuse their friends by trying to “break” the machine with impossible questions; asking questions related to local politics and sports to provoke the other visitors; and uttering deep and complicated questions to show off to others their knowledge about the subject of the artwork.

In any of those cases, we found that the art exhibit could have been designed to better handle the presence of an audience. For example, the system could have a higher threshold of guessing the right answer to complex questions when an audience is present. It could, for instance, assume that a visitor asking a complex question in front of an audience is less a situation where she is looking for knowledge and more like the system is being made fun of. While in the former case the appropriate response could be trying to find a good
answer as hard as it could, whereas in the group situation it could be simply deflecting the question.

Beyond art exhibits, as conversational systems become more ubiquitous, similar situations will be common in more down-to-earth scenarios. For instance, a conversation speaker (like Amazon’s Echo or Google’s Home) could benefit to adjust its behavior to handle audience effects. It could be less prone to making jokes to avoid making anyone in the audience uncomfortable, or, even worse, feeling ridiculed in front of acquaintances. In other words, by recognizing the audience context, the conversational system may be designed to answer in a more appropriate form for a situation of group social interaction, adapting to and enhancing the overall experience of users and their audiences.

However, such considerations and strategies only make sense if we understand whether and how users change their behavior when conversing with machines in front of other people. Do they feel more embarrassed, powerful, or wittier by an audience when dialoguing with a machine instead of a person? Are the changes different if the audience is comprised of acquaintances or strangers? To shed a light on such questions, we went further and performed two studies on the art exhibit and its visitors. This was a setting where single or multiple visitors freely conversed in a physical space with three text-based chatbots representing characters from a well-known 19th century book in Brazil. No control on how visitors interacted with the space or the chatbots was in place, with the exception that they had to do it through a single tablet. Images from the exhibit are depicted in Figure 1.

To explore changes in conversational behavior of people due to the presence of an audience, we investigated the visitor perceptions of the three agents’ social skills and the user’s engagement with agents with the artwork. In the majority of the situations the interaction happened in front of other visitors, some of them known to the users, but also often in front of strangers. In our first study, we conducted 92 semi-structured interviews with visitors, after observing their behavior at the exhibit. Analyzing this data, we were able to determine that, in some specific situations, it was very likely that the audience presence was affecting the user experience of the visitors. In a second study, we analyzed the conversation logs of more than 5,000 sessions. Coupled with a silent video of the audience interaction, which we used to manually determine the occurrence and type of audience, we were able to explore changes in conversation patterns which could be related to the presence of other people around the visitor. The two studies seem to provide evidence of audience effects, and that designers should be taken into account audience effects in conversational systems in physical spaces. Moreover, our findings seem to indicate that those effects are modulated by many factors, including gender, knowledge about the content of the exhibit, and whether there were strangers in the audience.

The next sections describe in detail the related work, the experimental setup, the two studies, their findings, and our main conclusions. Finally, we discuss some design implications, indicating how our findings may guide the design of conversational systems in physical spaces.

2 RELATED WORK

In this session, we describe the previous work as a background for our study, both in the scope of social interaction with chatbots and in the context of audience effects.
Social Interaction with Chatbots: With the recent advances in conversational and natural language technologies, interest has increased on how humans interact with conversational systems, here referred generically as chatbots, and on how social presence and context may play a key role in understanding the dynamics of the interaction [29, 37].

Social presence is described as the social connection and involvement between two or more people in an interaction often developing and maintaining some sort of personal relationship [41]. The perception of social presence is sometimes connected to the anthropomorphism of physical robots, chatbots, and avatars. In particular, anthropomorphism is a prevailing topic of Embodied Conversational Agents (ECAs), a special case of embodied agents in which the agents provide human-like capabilities of face-to-face dialogue.

Studies with ECAs have provided evidence that they can induce social-emotional effects comparable to those in human-to-human interactions [38, 43]. Previous work found that people conversing with ECAs or interacting with robots show social reactions such as social facilitation or inhibition [3, 38, 50], a tendency to socially desirable behavior [20, 39, 43], and increased cooperation [32]. For example, analyses of users’ utterances while interacting with a museum agent [19, 20] showed semblance with human-to-human communication, with similarities in the amount of greetings and farewells, common phrases (such as “How are you?”), and human-likeness questions (e.g., “Do you have a girlfriend?”).

In general, systems which exhibit human-like traits tend to improve the quality of the user experience with them. Cafaro et al. [6] found that smile, gaze and proxemics are important for conversational museum guide agents, implying that those agent influenced user’s interpretation of agent’s extraversion and affiliation and impacted on the user’s decisions about further encounters.

Although the degree of veracity in the dialogue often improves the quality of the interaction, it might have the opposite effect: the uncanny valley effect [30, 44] where people are averse to a high degree of human similarity has also been observed. Experiments, such as [18, 32], have validated this hypothesis by observing the user’s emotion engagement strategies towards agents of varying human likeness.

In this study, we contextualize our study object, the art exhibit, as containing three embodied chatbots. Even though the chatbots did not have a physical body they have a clear physical presence provide by scenicographic elements (see Figure 1): female and male hats hanging above chairs around a table unmistakably embodied the chatbots.

Audience Effects: Seminal work on drive-producing effects of the presence of an audience [8] uncovered specific group interaction behaviors, which led to theories and design frameworks for spectatorship (e.g. [4, 35]). Among the implications and findings of audience effects are the impact of behavior and views of bystanders on the response to an interaction, which has been known to influence engagement, either being related to attention, interest, or affective feelings [4, 8, 35].

One of the early studies of audience effects concluded that proximity and presence of audience enhance the emission of dominant responses [8], i.e. responses governed by strong verbal habits at the expense of responses governed by weaker ones. Active audiences who looked and interacted with the subjects directly affected individual performance measured by the average number of responses in a word recognition task. In 1982, Michaels et al. performed a classical study on social facilitation showing that the performance of good pool players improved 14% in front an audience while bad pool players had a dramatic decrease of 30% [28].

Love and Perry [23] studied the behavior and views of bystanders in response to a proximal mobile telephone conversation held by a third party. In their experiments, subjects demonstrated noticeable changes in body posture when viewing and listening to a confederate attending a call. The influence of audience has been also studied in video gaming, where researches explored audience aspects including age [49], size and distance of the interactors [18], typologies of spectatorship [27], player performance and perceived game difficulty [49], co-located/remote and virtual/real audience [11], cheering [16], supportiveness [5], activeness [21], and social aspects [9]. Overall, the findings report that different characteristics and behaviors of audience have positive and negative impacts, sometimes affecting the entire gameplay experience.

Spectator experience design has been proposed by Reeves et al. [36], which produced a taxonomy that uncovers design strategies based on interface manipulations and their resulting outcomes. Audience participation in public spaces has also been studied from the point of view of interaction and engagement in many domains, such as education [47], sports [7], and arts [21]. One common observed practice which directly affects the experience is the honey-pot effect, where interaction with a screen in public can drive social clustering and further engagement [4]. Furthermore, Group interaction helps to explain how users understand and react to displays in public settings.

Although previous works explored audience and spectatorship effects in games, sports, arts and other domains, to the best of our knowledge no research efforts have been made to study the experience of audience effects in scenarios where the main interaction is conversing with chatbots in a physical space. Finally, given that our setting is an art exhibit, we use the terms visitor and user interchangeably. In our study, a person is both a visitor of the exhibit as well as the user of the physical chatbot architecture described next.
3 THE EXPERIMENTAL SETUP
In this section, we begin by describing the physical artwork which was part of a large art exhibition of a Brazilian arts center. Next, we discuss our experimental setup and the research questions tackled using the data from the exhibit.

The Artwork: Coffee with the Santiagos
The study reported in this paper was done in the context of an artwork called Coffee with the Santiagos by three Brazilian artists. It recreated a dining room of the 19th century populated with physical representations of characters from one of the most well known and acclaimed novels in Brazilian literature: “Dom Casmurro” by Machado de Assis (the novel was originally published on 1899).

The choice of the book was made to facilitate the visitors experience by engaging them with familiar material and characters. Also, the novel is known for not being clear about some events of the story, specially whether the main character, Bentinho, was betrayed by his wife Capitu with his best friend Escobar. Bentinho is tormented with the resemblance of his son with Escobar, but the actual betrayal is never described in the book or admitted by Capitu. Therefore, we expected that visitors could interact within the context of the book from the start, and often they did so by asking the Capitu chatbot whether she had betrayed or not her husband (which she vehemently denied).

Figure 1 shows images from the exhibit. In the center of the space there was a large table with cups, saucers, and a teapot arranged as if the characters were having coffee. Around the table there were four chairs, three of which were “occupied” by the main characters of the book, represented by floating hats. Attached to the fourth chair there was a tablet and a headphone which allowed visitors to interact with the bots. Sounds of barking dogs, horse carriages, and singing birds were played as environmental sound.

The utterances from the characters and the visitor were seen as animated text projections on the table, as if departing from the cup in front of each character or the visitor (see right image of Figure 1), in an effect similar to White and Small’s Poetic Garden [48]. The path of the text on the table allowed it to be read independently of the position of the visitor around the table. The projector also changed the color of the cup associated with the current speaker to help visitors understand from which character the utterance was coming and varied the decorative motif of the saucers by projecting images of 19th century watercolors on them.

The physical architecture of the Coffee with the Santiagos is shown on Figure 2. The main interaction with the system was performed with a custom tablet application which captures the visitor’s input (name, gender, and utterance/question) and sends it to a main computer. The IBM Watson Assistant API service was employed to obtain the character response for the visitor’s utterance from a set of pre-defined answers captured from dialogues of the original book. Other web API services were also called to generate the narrated audio of the questions (for visitors with special needs). Both characters’ and visitor texts were displayed on the table by a projector and the generated audios were played on the headphone. The ambient soundtrack was reproduced on loop by a DVD player connected to sound speakers.

When visitors arrived at the exhibit they could see the characters conversing with each other and an inviting message on the tablet. If they decided to interact, they had to enter their names and gender, select the character to which they wanted to send a message, and then type the message (with the aid of auto-correction and completion). The visitor’s message was projected on the table and was followed by a reply from the selected character. Replies from characters were mostly based on actual dialogue sentences from the book. If the utterance of the visitor was deemed to be beyond the scope of the book or not recognized by the chatbot, the character tried to divert the question by asking “More coffee?” to the visitor.

For some randomly selected visitors, the replies would also contained a direct address to the visitor in the form of a vocative, such as “No such a thing, dear Maria.” The use of direct address intended to enhance the impression that the character was talking back to the visitor and was part of another study being conducted at the art exhibit.

Research Questions
We carried out an exploratory study in the wild during the last three weeks of the artwork in August of 2017. In this period, 5,100 people interacted with the exhibit. Those participants were videotaped (without sound) and close to 10,000
questions were logged. Out of these visitors, 92 were observed while interacting with the exhibit and asked to participate in a semi-structured interview (described later).

We performed two studies to understand the effect of audiences on the visitor’s experience and in particular on how it affects the visitor’s utterances with the chatbots; and the visitors’ perceptions of the social interaction with them. As the interaction happens in a physical space, the users and the audience are always co-located. Formally, we pose our two research questions as:

**RQ1:** What are the effects of audiences on the users’ perceptions of social interaction with chatbots?

**RQ2:** Does the presence of audiences influence the type and content of user’s questions directed to chatbots?

We conducted the observations and semi-structured interviews to answer RQ1 in Study 1, and we analyzed the collected conversation-logs and video recordings to answer RQ2 in Study 2. In both studies we classified the interaction sessions into four non-mutually exclusive audience conditions based on the videotape and notes from the observation studies. The four audience conditions are:

- **(A) No audience:** the visitor was either alone or no one was observing her/his experience in the artwork.
- **(B) Observed by acquaintances:** the visitor was accompanied by friends or acquaintances who sometimes also shared the tablet.
- **(C) Observed by strangers in the queue:** the visitor with acquaintances or not, had strangers observing her experience from the artwork queue.
- **(D) Observed by strangers standing around the table:** the visitor with acquaintances or not, had strangers observing her experience from around the table.

The (C) and (D) conditions were determined by considering the proximity of the audience to the users of the tablet. Condition (C) was annotated by researchers (authors) that were co-located with the exhibit while observing visitors. Condition (D) was analyzed from the video recordings as it was done in [23]. Unfortunately condition (C) was not determinable from the video since the queue was out of the field of view of the camera, and therefore only the first study examines this condition.

### 4 STUDY 1: AUDIENCE EFFECTS ON SOCIAL INTERACTION

The objective of the first study (addressing RQ1) is to understand the visitors’ experience and examine whether audience affects or not the perception of their social interaction with the art exhibit chatbots. For this study, we focus on the 92 users which had their interaction observed and completed semi-structured interviews.

**Table 1: Self-metric answers of participants in Study 1.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Q5: I felt part of the conversation</td>
<td>18</td>
<td>9</td>
<td>65</td>
</tr>
<tr>
<td>Q6: The characters only talked to each other</td>
<td>64</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>Q7: The characters talked to me</td>
<td>16</td>
<td>5</td>
<td>71</td>
</tr>
<tr>
<td>Q8: The characters answered my questions</td>
<td>36</td>
<td>23</td>
<td>33</td>
</tr>
<tr>
<td>Q9: The characters answer about any subject</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q10: I asked everything I wanted</td>
<td>18</td>
<td>4</td>
<td>70</td>
</tr>
</tbody>
</table>

**Procedure**

During the last three weeks of the exhibition period, some of the authors of the paper randomly selected visitors from the art exhibit to observe. As soon as such visitors had finished their interaction with the artwork, they were invited to participate in an interview. In total, 92 participants agreed to participate in the study and signed a consent form before starting the interview. The semi-structured interview was designed to be short and took between 8 and 10 minutes to be completed. The questions in the interview were:

Q1. Are you familiar with the story of the book?
Q2. Please tell us how you would describe your experience with this exhibit for a friend who will not be able to visit it.
Q3. How do you think the exhibit works?
Q4. Did you hear about this exhibit before visiting it today?

Participants also answered self-metric statements (Q5 to 10 on Table 1) by choosing one option among five: *totally disagree, partially disagree, neutral, partially agree, and totally agree.* The perception of social interaction was measured using those self-reported metric questions which explore how participants had a sense of belonging to the talk vs. a sense of being an outsider from the talk (Q5 to Q8); the sense of perception on the chatbots’ scope of knowledge (Q9); and the sense of satisfaction (Q10).

At the end of the interview, participants had the chance to share any other thoughts they wished. Additionally, participants answered demographic questions. Data collection was stopped when findings were becoming repetitive, achieving data saturation [45]. Interviews were audio-recorded, transcribed, and analyzed using a mix-methods software package. The qualitative data gathered was coded in categories. The coding scheme emerged from the data by applying an inspired grounded-theory approach [45]. A thematic network was applied as an analytical tool to understand better the themes emerged from the conversation logs [1]. Additionally, we also collected the conversation logs of the 92 participants from the system log and integrated this data to this analysis, so we could understand better their experience with the chatbots.
Thematic Network Analysis

Initially, we describe here the trends and themes that emerged from the user experience of being in the context of the artwork. The thematic network approach was applied to organize the themes and understand the overall experience. The source of this analysis were the open-ended questions (Q1 to Q4) from the 92 semi-structured interviews, notes from observation studies and video recordings, and the rationality reported by the participants when they answered the self-reported questions (Q5 to 10).

The semi-structured interviews and observation studies unveiled a set of emerging themes which helped to create a picture of the visitors’ experience with the artwork. In total 125 basic codes emerged from the analysis, which were grouped and organized into four main organizing themes, identified as important factors affecting the visitors’ social interaction with chatbots. The organizing themes are: curiosity and novelty; interest on the plot; expected chatbots answers; and audience effects.

Curiosity and novelty: It seems that the scenographic elements created an atmosphere which attracted participants to interact (as in [31]). The decorative hats representing each chatbot as seating at the table, the 19th century dining room complete with wall-paper, tapestries, and surrounding sound created an atmosphere which attracted interaction. When reporting their experience to the researcher (Q2) it was evident that several scenographic elements provoked their curiosity. (P27) “The soundtrack was flawless. […] And I also noticed the animation of the words on the table and the lights when someone responds, and it lights up and highlights colors inside the cups, I found this to be very cool!”. Participants also pointed to the utterances projected on the table and tried to figure out what the best question to ask was when they are accompanied by acquaintances. Others reported that the scenography and the empty space in the chairs reminded them of ghosts similar to a table-turning séance. (P14) “I thought the visual was very interesting, it called my attention. You see those hats, it seems like you’re talking to the beyond. It was intriguing... very curious.”

Expected chatbot answers: Most of the users seem to have a mental model of how the chatbots were supposed to answer them. Some of the participants wanted only to test the technology behind the exhibit and were not focused on the content of the plot. (P4) “For me, I was more curious to see what happened then ... I did not develop several questions, I was not too involved with the intention of having a conversation.”. (P40) expressed his intention when he asked the chatbots a topic which he presumed the chatbots would not be able to answer him: “I asked when we will have peace in the world. I guess I was not too fair on him, I was very picky. I confess I did a very tricky question. I wanted to challenge the software.”. However, for others the technology was invisible. (P42) “I enjoyed! [laughs], I didn’t try to imagine how it was working.”. In those cases, participants reported as if they were immersed in a parasocial interaction [14], as highlighted by the language they used to describe their experience and the questions they asked. They also applied human social interaction rules [25, 34], using personal pronouns and asking questions related to human...
nature of the chatbots. As it was evident in the words of (P1): “Her (Capitu) response was genuine. The answer for the other two (Bentinho and Escobar), were neutral. As hers was more elaborated I felt that she had thought to answer that. It was not just a game”. Participants also consulted the chatbots as oracles. (P35) “Do you believe in free love?” and reported their emotional states to the bot. (P23) “It I’m scared. Are you someone who scares people?”

**Interest on the plot and characters:** Most of the participants seem to have only the betrayal question in mind and reported they were satisfied with the number of questions they asked. Participants who knew the story usually interacted the same amount of time as the ones that did not know the plot, usually asking two to three questions. As mentioned before, some chatbot utterances projected on the table contained the name of the participants (ex. “it Dear Paulo”). In those situations, participants were engaged with the dialogue such as (P43): “I wrote my name and the exhibit interacts with me, so to the point that as if I was there, because she (Capitu) speaks my name, she calls me lady and such. And it was very interesting because you can really ask any questions, I thought you had pre-selected questions. Do you know what I mean?”. Participants also tested the chatbots to validate their answers when they knew the plot and had several opinions about which character should be blamed for the betrayal. Others only have one question they wanted to know, whether the betrayal had happened or not.

**Audience effects:** We identified that people waiting in the queue influenced the participants’ interaction. Participants reported they would have asked more questions, if there was not a queue waiting for the interaction. As described by (P23): “[…] If I had known that I was not disturbing I would have asked more questions, I had a lot of those thoughts: oh, my God there’s someone else waiting to see. I already had two interactions, so it was already … it was already good”. When visitors were observed by acquaintances (B), it tended to enhance certain behaviors of appreciation and visitors appropriated the exhibit to communicate their feelings. (P29) wrote to his sweetheart: “I love you, Mrs. Tatiana”. Finally, we also saw participants asking questions not related to the plot when in the presence of strangers (C and D) such as (P53): “Why do you think people are so cold?”, and (P40): “When are we going to have peace in the world?”.

**Statistical Analysis of the Self-Reported Questions**

We performed a statistical analysis based on the self-reported questions (Q5 to 10). The answers to the self-reported questions (Q5 to Q10) were joined from the 5 categories into 3 to better perform a statistical analysis to complement the qualitative findings: D= totally disagree, partially disagree; N= Neutral; and A= agree, totally agree. Results are shown in Table 1. Those questions served as response variables, capturing the users’ perception of social interaction with the chatbots. They were cross-sectioned with relation to age, gender, familiarity with the plot, and the different audience conditions (A to D) using contingency tables. To understand the table, each column represents answers from Q5-10 (disagree, neutral and agree), or responses. The rows capture different participant conditions (e.g., gender or familiarity). The cells thus counts the intersection between rows and columns (e.g., females who answered agree on Q6).

Our statistical analysis is based on the Fisher exact tests. The null hypothesis of the test states that responses are uniformly distributed on the contingency table. Rejecting this hypothesis serves as evidence that the different conditions or demographic variables led participants to indicate that the social interaction between bots in each of the four conditions (A, B, C, D) affected their experience.

From our 92 participants, only 4 were in condition (A). Because of this, our study mostly focuses on the other conditions (B to D). Similarly, when isolating some of the variables (e.g. females), the number of participants naturally reduced. Nevertheless, for all of the cases where we found some statistical significance ($p < 0.05$), we had at least $n = 32$ participants. Before continuing, we point out that we did not find any statistical significance in our sample when analyzing the effects of audience considering age and also on (Q10). Most participants (77%) reported they asked all the questions they wanted, therefore they were satisfied.

**Observed by acquaintances (B):** In this condition participants were observed by acquaintances, sometimes sharing the interaction experience with them ($n = 65$). Here, 59% (45 out of 65, $p < 0.05$) of participants felt that the characters answered their questions more often (Q8). In the other conditions (C and D), that is, who experience the exhibit alone or only observed by strangers, this percentage was of higher (78% out of $n = 27$). This may indicate that participants in condition (B) were less able to pay attention to the chatbot answers or that they were less focused on the conversation with them, perhaps distracted by the acquaintances. However, the same participants in condition (B) who had previous knowledge of the plot (51 out of 65) significantly disagreed (78.4%, $p < 0.05$) that the characters only talked to each other (Q6), showing it might be a higher degree of engagement with the artwork when sharing the experience with acquaintances for users who understand better the context. Gender did not have any effect in this category.

**Observed by strangers in the queue (C):** In this condition participants were observed by strangers in the exhibit space usually next to or behind them in a queue ($n = 51$), with or without acquaintances. This group of users mostly indicated
(45 out of 51, 88.2%, *p < 0.01*) that the characters talked directly to them (Q7). This is an interesting effect of participants who, maybe inconvenienced by people waiting in the queue, may have tried to focus more in the interaction with the chatbots. Participants in condition (C) who were also familiar with the plot (*n* = 44) indicated that the chatbots talked to them (Q7), (41 out of 44, 93.2%, *p < 0.05*). These same participants agreed that they felt part of the conversation (Q5), (34 out of 44, 77.3%, *p < 0.05*), and that the characters answered their questions (Q8), (35 out of 44, 79.5%, *p < 0.05*). When cross-sectioning with gender variables, female participants (*n* = 32) felt more often the characters talked to them (Q7) (25 out of 32, 87.5%, *p < 0.05*), though we did not find any significant result for males.

**Observed by strangers standing around the table (D):** In this condition participants were observed by strangers while typing their questions on the tablet (*n* = 73), some also observed by acquaintances. No statistical significance was found within the distributions of the self reported answers of (D), or in comparison with participants not in this condition. However, we found significant findings when we considered some of the independent variables (gender and knowledge of the plot). Of the users in this condition who also had knowledge of the plot (*n* = 60), 40% (24) of them disagreed that the characters answered about any subject (Q9) (*p < 0.05*). We looked in the conversation logs and found that most of the questions asked here were out of scope questions, but featuring a curiosity on the chatbots’ opinion about the story. For instance, (P46) “Capitu, what do you think of Bentinho’s brain sickness?”, poses a question for which the book does not have an answer. (P19) goes deeper into the plot “Who is the father of your son?”. (P24) humanizes the chatbots “What is your favorite color?”.

Similar results were observed when we examined (Q9) considering gender. Of the females in this condition of having an audience of strangers around the table (*n* = 41), 43.9% (16) disagreed that the characters answered about any subject (*p < 0.05*). Many of the female questions relied on curiosity about the relationship among characters. In the same question (Q9), only 21.9% (7 out of *n* = 32) of the male participants felt the same as females (*p < 0.05*). From the conversation logs, we found that often male questions were in the first person, giving opinions, showing off, such as doing love declarations or trying to be humorous: (P11) “Am I handsome?”; (P41) “Yes, I think.”; or (P59) “I only have coffee with cigarettes, do you?”. Therefore, we found evidence that male participants disagreed less than females that the chatbots answered about any subject, but it seems that the type of out-of-scope questions made by each gender was not the same. This suggests that the social interaction may have been different comparing male and female participants in the condition of strangers standing around the table.

### 5 STUDY 2: AUDIENCE EFFECTS ON USER INTERACTION

In this second study, we tackle our second research question **RQ2: Does the presence of audiences influence the type and content of user’s questions directed to chatbots?** by exploring a larger dataset consisting approximately 5,000 utterances logged during three weeks at the exhibition, combined with information extracted from the silent video recordings of the interactions. In this analysis, we employed both manual coding and machine learning tools to analyze the dataset using a *semi-supervised* approach.

**Coding the Audience Conditions**

Given that our ultimate goal is to understand audience effects, we filtered our initial dataset to consider only the user interactions where we could be sure to determine the audience conditions (A, B, and D) from the video. Unfortunately, we could not determine condition (C), when users were observed by strangers in a queue, because the queue was not visible in the video recordings. In the previous study, this was possible because researchers were observing the participants in the field.

To code the different audience conditions (A, B, and D), independent human coders analyzed the video recordings from the exhibit. A sample of 54 hours of video (four weekdays and two weekends) was analyzed. This sample was chosen since it captured different types of public (e.g., weekday visitors and weekend visitors). Based on those recordings, sessions were determined to be in one or more of the three settings A, B, and D. Then three different human coders manually observed and annotated features of the movement across the room, communication cues, proximity, presence of a companion, and closeness among the visitors while a participant interacted with the tablet. In the end, we considered 633 sessions which were subdivided into 1,542 same-user interactions (each session sometimes included several consecutive users). Out of those user interactions, 240 were coded as (A), no audience; 1200 were coded as (B), observed by acquaintances; and, 102 were coded as (D), observed by strangers standing around the table. Considering only those interactions, our resulting dataset contained approximately 5,000 user utterances. Since the majority of utterances were questions to the chatbots, we use from now on the latter term instead of the former. Each question was then coded in a *semi-supervised* manner as discussed next.

**Clustering User Questions into Topics**

After coding the audience condition from the videos, we proceeded to cluster the topics of the questions from the users. Given the rich and distinct way users asked questions, instead of manually coding each sentence individually,
we initially used a semi-supervised methodology to cluster the full set of 5,000 user utterances into 32 clusters of semantically-similar sentences. In our approach, we first employed a clustering algorithm which found an initial set of meaningful topics. Next, a manual, open-coding of the clusters was performed by two coders to validate the automatic clustering. We compared different methods such as K-Means [22], Spectral Clustering [26], and Hierarchical Dirichlet Process [46]. We proceed by considering only the approach which showed the best results according to the two coders who inspected the results, which was Spectral Clustering.

**Clustering Methodology:** Given the set of user questions, our clustering methodology is based on converting this set to an affinity space $S$. That is, each utterance $q_j$, where $1 \leq j \leq N$, is represented as a $N$-dimensional vector, where position $i$ represents the similarity of question $q_j$ to question $q_i$. This process resulted in a $N \times N$ square matrix, denoted $S$, where all the values in the diagonal are equal to 1. For computing the similarity, we employed Spacy [42], a popular natural language processing tool which determines the similarity between two sentences as the Euclidean distance between the average word vectors [33] of each sentence. Word vectors refer here to the known technique of finding semantic similarity across words by embedding each word into a low $K$-dimensional space (usually $K = 100$). The average word vector of a sentence can thus be used as a proxy for the semantics of that sentence. This technique is known to have limitations for large texts. However, the sentences employed by users to interact with chatbots had on average 4 words (with a standard deviation of 2 words). For such short texts, average word vectors are known to perform well in machine learning tasks, and particularly in clustering [17].

In our analysis, we employed Glove Portuguese vectors [33].

After computing the affinity space $S$, clustering was conducted based on two steps. First, we filtered out rows in $S$ where all values were equal to zero, except the value 1 in the diagonal. That is, all the questions which had null similarity to the other questions were separated and put into a special, single cluster denoted "Anything Else". Then, the remaining rows in $S$ were clustered with the Spectral Clustering algorithm [26]. This process resulted in 32 clusters, which were then manually corrected by two human coders.

**From Clusters of Questions to Topic Clusters:** To associate each cluster with a meaningful topic, the same two human coders named each of the 32 clusters separately. Then, the coders met and discussed what they had found as meaningful identifications for the clusters and did some validation steps (e.g., manually merging or splitting clusters which presented similar or different content, respectively).

After agreeing on the clustering, the coders worked on the filtered dataset of 1,542 interactions together to clusterize further. In the end, four main topic clusters were identified: (S1) questions out of scope of the original book; (S2) questions about characters of the book; (S3) greetings such as Hello and Goodbye; and, (S4) reaction to failure, which corresponds to the user reaction when the chatbots deflected questions they did know how to answer with More Coffee (for example, a user replied that indeed she wanted some coffee). After the coding was performed, we measured the Cohen Kappa agreement [12] between the coders. Overall we found a reasonable score of 0.78 (strong agreement), with $p < 0.001$.

The number of questions per topic cluster was: (S1) 271 out of scope questions; (S2) 978 questions about characters of the book; (S3) 101 greetings; and (S4) 165 reactions to the dialogue failure (that is, to the More coffee? utterance). The coders also found 27 utterances where the text was gibberish or isolated numbers and discarded them. We also note that 896 of such questions were from females while 646 were from males. Unlike the field study, we did not gather an age variable from the tablet. Understanding age effects on is thus left as future work.

**Statistical Analysis**

After the clustering into the four main topic clusters was performed, we then proceeded to determine whether there were audience effects on the user interactions. To do so, we employed random effects logistic models [13] where the response variable was the type of topic cluster (out of scope, about characters, greetings, or reactions to failure). The explanatory variables were: direct address, gender, and audience condition (A, B, and D). Recall that a direct address is defined as a message from the chatbot to the user in the form of a vocative, containing the user’s name, which was used in some utterances from the chatbots. We employed logistic regression models via a Bayesian MCMC sampler using Bambi [2]. Every variable was coded as a categorical. Given the imbalance in topic clusters S1-S4 for the interactions, on every model we added an intercept to capture the settings where the effect is simply due to the number of interactions in the cluster. Notice that by predicting the topic cluster of the utterance, we unveil the factors that may have led users to choose a topic of interaction.

In Table 4 we show the results of the model for each topic cluster. The table displays only the statistically significant explanatory variables. To determine those variables, we looked into the highest posterior density (HPD) with a significance level of 95%2. Explanatory variables whose HPD contained the value of 0 were deemed as insignificant. That is, their effect cannot be determined to the either positive or negative. The table shows the average value for each variable ($\mu$) as well as the lower ($\mu - 1.645\times SD$) and upper HPD ($\mu + 1.645\times SD$). One way to

---

2The HPD is the Bayesian analogous of the Confidence Interval.
Table 4: Average value (μ) and the lower (↑95%) and upper HPD (↓95%) values for significant explanatory variables in each topic cluster.

<table>
<thead>
<tr>
<th>Topic Cluster</th>
<th>Intercept</th>
<th>Male Gender &amp; Aud. D</th>
<th>Audience B</th>
<th>Direct Address</th>
<th>Direct Address &amp; Aud. B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out of Scope</td>
<td>-2.11</td>
<td>-3.04</td>
<td>-1.30</td>
<td>1.66</td>
<td>1.88</td>
</tr>
<tr>
<td>Intercept</td>
<td>-2.06</td>
<td>-3.98</td>
<td>-0.03</td>
<td>-3.32</td>
<td>-4.56</td>
</tr>
<tr>
<td>S2 (About Characters)</td>
<td>1.66</td>
<td>0.80</td>
<td>2.46</td>
<td>-3.32</td>
<td>-4.56</td>
</tr>
<tr>
<td>S3 (Greetings)</td>
<td>-3.32</td>
<td>-4.56</td>
<td>-2.01</td>
<td>1.74</td>
<td>0.18</td>
</tr>
<tr>
<td>Intercept</td>
<td>-4.48</td>
<td>-6.26</td>
<td>-2.78</td>
<td>1.74</td>
<td>0.18</td>
</tr>
<tr>
<td>S4 (Reaction to Failure)</td>
<td>-4.48</td>
<td>-6.26</td>
<td>-2.78</td>
<td>1.74</td>
<td>0.18</td>
</tr>
<tr>
<td>Intercept</td>
<td>-4.48</td>
<td>-6.26</td>
<td>-2.78</td>
<td>1.74</td>
<td>0.18</td>
</tr>
<tr>
<td>Audience B</td>
<td>-4.48</td>
<td>-6.26</td>
<td>-2.78</td>
<td>1.74</td>
<td>0.18</td>
</tr>
<tr>
<td>Direct Address</td>
<td>1.88</td>
<td>0.38</td>
<td>3.61</td>
<td>-3.35</td>
<td>-3.55</td>
</tr>
</tbody>
</table>

read the values from the table is to consider that the effect varies from the lower to the upper HPD, with μ being the expected value. Positive values indicate that the predictor tends to increase the change of the category, negative ones show the opposite effect.

From Table 4, we can initially see that S2 (about characters) and S3 (greetings) have the intercept as the only statistically significant explanatory variable. This indicates no variable, including audience conditions, can predict the topic cluster of those user utterances. We would expect a lower (for greetings) or higher (for about characters) number of interactions in each cluster due to the imbalances in interactions.

However, in the S1 topic cluster, corresponding to out of scope questions, we can see that male users when observed by strangers around the table, condition (D), decreased the number of out of scope questions. Since the effect is negative, a decrease of out of scope questions is expected. This maybe be related to the dominance effect [8].

Next, for S4, reaction to failure, we can initially see that most sentences are not of this topic (negative intercept), which is expected, due to the imbalances. However, we here saw clearly an audience effect on the user interaction, since there is significant increase in reaction to failures when the user is being observed by acquaintances (B). This perhaps can be explained by the honey-pot effect [4]. Also, we can observe that direct address increases the chance of a reaction to failure. This suggests that chatbot designers may choose to add a direct address in situations where the chatbot does not know the answer, as an attempt to further engage the user.

However, and more interesting, the effect changes direction when both conditions are true, that is, when users are directly addressed by failing chatbots in the presence of acquaintances they tend to react less to failure. We hypothesize that a direct address to a single audience member in such situations may constrain the shared experience. However, since there were a limited number of questions in this specific scenario, we believe those are interesting issues to be explored by future work.

6 DISCUSSION

In both Study 1 and Study 2, we found evidence of audience effects on how people interact with chatbots in public spaces. Regarding both of our research questions RQ1: What are the effects of co-located audiences on the users’ perceptions of social interaction with chatbots? RQ2: Does the presence of audiences influence the type and content of user’s questions directed to chatbots?

In Study 1, we saw that different audience conditions produced some significant effects on the users’ self-reported user experience as measured by our questionnaire. When users were observed by acquaintances (B), users felt less that the characters answered their questions (Q8) than users in the other conditions, sometimes engaging in direct conversation with the people they knew through the artwork. Conversely, users were observed by strangers waiting in the queue (C) reported more often that the characters were talking to them (Q7) than users in the other conditions. A possible explanation is that those users may have tried to focus more on the conversation with the chatbots because they felt pressured by people waiting behind them.

We also saw in Study 1 that users who had previous knowledge about the story depicted in the artwork (as measured by Q1), seem to be more strongly affected by audience conditions. Such users, when observed by acquaintances (B), significantly disagreed that characters talked among themselves (Q6), showing an increased sense of belonging in the talk. Similarly, users familiar with the plot when observed by strangers in the queue (C) were significantly more likely to perceive the chatbots talking to them (Q7), to feel part of the conversation (Q5), and to believe that the characters answered their questions (Q8); and they tended to disagree that the characters were talking to each other (Q6). When users know about the context and were observed by strangers standing around the table (D), there was a significant increase in the perception that the characters could talk about any subject (Q9).

In some way, previous content knowledge seems to boost the audience effects on the perception of social interactions, both when a familiar audience surrounded users or observed by strangers. We also saw that the audience effects on such users were more pronounced when considered in conjunction with gender and the kind of questions males and females posted to validate bots scope of knowledge.

In Study 1 we also saw evidence that audience effects are different according to the gender of the user, particularly
considering the presence of strangers. Female users observed by strangers in the queue (C) felt more that the characters talked to them (Q7), while male users did not report that. When observed by strangers around the table (D), female users perceived that the chatbots did not talk about other subjects (Q9) to a greater extent and significantly more than male users. Our pieces of evidence seem to point towards that the male gender will 'behave better' when acquaintances did not observe them. In contrast, the qualitative analysis of Study 1 shows that when males ask out of scope questions, their sentences intensify the behavior of showing off with more frequency. Similar results exist in the literature [8].

Study 2 uncovered other types of audience effects, complementary to the ones detected in Study 1. In particular, user reactions to chatbot failures (the topic cluster Reaction to failure) were more common when users were observed by acquaintances (B). We also saw that male participants had a higher tendency to ask sentences in the scope when they were in an audience of strangers around the table (D).

Study 2 also showed enhanced audience effects when there was a direct address in the chatbot response. In general, we found that direct address increased the likelihood of the user reacting to a chatbot failure. However, a shared experience with acquaintances combined with direct address tended to reduce the reaction to failure.

In summary, the two studies seem to have gathered enough evidence to support positive answers to both our research questions RQ1 and RQ2, and point towards the need of considering audience effects when designing conversational experiences in physical spaces. As shown in the findings, those audience effects can be modulated by many factors, including the audience being composed of acquaintances or strangers; the existence of a waiting queue; the knowledge of the context of the interaction; gender of the users; and use of direct address.

7 RECOMMENDATIONS TO DESIGNERS
In this paper, we discussed the effects of co-located audiences on chatbot interactions. The findings, discussed in the previous section, suggest several design recommendations:

**DR1:** Designers should consider the user’s previous knowledge of content as it tends to affect the social interaction with machines, in particular when users have audiences.

**DR2:** Designers should consider that the presence of strangers in a queue waiting to interact with a physical conversational system, may affect how users will experience the system.

**DR3:** Designers should consider gender effects when crafting public interactions with conversational systems, including how to handle answers to out of scope questions.

**DR4:** Designers should consider tailoring and using direct address in some cases of chatbot utterances according to the presence of an audience. Respecting the user expectation of being considered to the bot. In general, chatbots should use the direct address, such as vocatives or pronouns, to acknowledge either all the participants in the audience or should not use them.

8 FUTURE WORK
The results and findings of our studies not only answered some basic questions about audience effects in conversational systems but also uncovered new and exciting issues. In particular, we believe it is necessary to investigate some of the gender effects which arose in both of our studies, and also whether other social demographical factors impact public human experiences with chatbots. Also, investigating how our findings transfer to other, non-physical settings such as online chatbots seems to be a promising line of future work; and to more task-oriented contexts such as in retail or hospitality.

Moreover, researchers might also want to use and improve our mixed-methods approach to understand the implications of social interaction with chatbots and to analyze the conversation spectrum. In Study 1, the use of Thematic networks helped unveil the main themes emerged from the user experience and in conjunction with statistical analysis identify the visitors’ perception of social interaction with chatbots. In Study 2, the clustering approach with human coders added value and precision to classify the user question topics and the statistical log-analysis to determine the audience effects on visitors’ interactions. We hope other designers and researchers also find our methodological approach useful to apply in similar projects.

9 LIMITATIONS OF THE WORK
We performed this study in Brazil, and thus our findings may not transfer to other cultures. However, it is essential to take into account that this initial study looked into variables which exist in any culture such as gender and social issues in shared experiences. Another limitation is that our study was conducted in an art exhibition context, and therefore the findings may be different in task-oriented shared experience scenarios such as hospitality and retail.
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